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Abstract In this paper, two kinds of Hadamard well-posedness for vector-valued
optimization problems are introduced. By virtue of scalarization functions, the scalarization
theorems of convergence for sequences of vector-valued functions are established. Then, suf-
ficient conditions of Hadamard well-posedness for vector optimization problems are obtained
by using the scalarization theorems.
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1 Introduction

For well-posed optimization problems, there are concepts of two main types: Tykhonov well-
posedness and Hadamard well-posedness. In 1966, Tykhonov [16] first introduced a concept
of well-posedness imposing convergence of every minimizing sequence to the unique mini-
mum point, which is called Tykhonov well-posedness. In the last decades, some extensions
of this concept for vector optimization problems appeared, see [2,3,6,7,12] and the ref-
erences therein. Loridan [9] gave a survey on some theoretical results of well-posedness,
approximate solutions and variational principles in vector optimization. Based on the ε-min-
imal solutions, Bednarczuk [2] investigated several Tykhonov types of well-posedness for
vector optimization problems. Huang [6] introduced three kinds of extended Tykhonov well-
posedness properties for vector-valued optimization problems and investigated a series of
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their characterizations and criteria. Miglierina et al. [12] listed and classified some existing
notions of Tykhonov well-posedness for vector optimization problems and compared them.
The concept of Hadamard well-posedness is inspired by the classical idea of Hadamard,
which goes back to the beginning of the last century. It requires existence and uniqueness of
the optimal solution together with continuous dependence on the problem data. So, Hadam-
ard well-posedness is deeply linked with stability of vector optimization problems. Luc [10]
addressed stability properties of solution sets of vector problems in his book. Lucchetti and
Miglierina [11] investigated that sets of minimal points of the images of perturbed problems
converge to the set of the minimal points of the original problem.

In this paper, we further investigate Hadamard well-posedness for vector-valued opti-
mization problems. By using the definition of variational convergence for vector-valued
sequences of functions introduced by Oppezzi and Rossi [14] very recently, we define two
different notions of Hadamard well-posedness for vector-valued optimization problems, i.e.,
extended Hadamard well-posedness and generalized Hadamard well-posedness. Moreover,
we show scalarization theorems of convergence for sequences of vector-valued functions
by using the scalarization results introduced in [5]. Finally, based on scalarization theorems
we derived, we extend some basic results of Hadamard well-posedness of scalar optimiza-
tion problems to the case of vector-valued optimization problems, and then get sufficient
conditions for Hadamard well-posedness of vector-valued optimization problems.

The paper is organized as follows. In Sect. 2, we present the concepts of two kinds of
Hadamard well-posedness for vector-valued optimization problems and give examples to
illustrate them. In Sect. 3, we prove scalarization theorems for convergence of sequences
of vector-valued functions. In Sect.4, we extend Hadamard well-posedness results of scalar
optimization problems to those of vector-valued optimization problems.

2 Preliminaries and notations

Let X be a topological vector space and Y be a topological vector space ordered by a convex
closed and pointed cone C ⊂ Y with its topological interior intC �= ∅. For y, y′ ∈ Y , we
write y ≤ y′ if y′ − y ∈ C .

Let us consider the scalar-valued functions In, I : X → [−∞,+∞].
Definition 2.1 [4] We say that In converges variationally to I , and write var-limIn = I , iff
xn → x implies lim infn In(xn) ≥ I (x) and for every u ∈ X there exists un ∈ X such that
lim supn In(un) ≤ I (u).

Proposition 2.1 If In, I : X → [−∞,+∞] satisfy that for every x ∈ X,

sup
U∈U(x)

lim sup
n

inf In(U ) ≤ I (x) ≤ sup
U∈U(x)

lim inf
n

inf In(U ), (1)

(where U(x) is the system of neighborhoods of x), then var-limIn = I .

Proof (i) Assume that xn → x . If I (x) ∈ R ∪ {+∞}, the second inequality in (1)
implies that for arbitrarily chosen ε > 0, ∃Uε ∈ U(x) such that lim infn inf In(Uε) ≥
I (x) − ε. From xn → x , there exists kε > 0 such that ∀n ≥ kε, xn ∈ Uε. Then,
lim infn In(xn) ≥ lim infn inf In(Uε) ≥ I (x) − ε. Therefore, lim infn In(xn) ≥ I (x).
On the other hand, it is obvious that lim infn In(xn) ≥ I (x) if I (x) = −∞.

(ii) ∀u ∈ X , if I (u) ∈ R ∪ {−∞}, the first inequality in (1) implies that, ∀U ∈ U(u),
we have lim supn inf In(U ) ≤ I (u). Noticing that for arbitrarily chosen εn > 0, there
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exists un ∈ X such that In(un) ≤ inf In(U ) + εn . Therefore, lim supn In(un) ≤
lim supn inf In(U ) ≤ I (u). On the other hand, if I (u) = +∞, it is obvious that
lim supn In(un) ≤ I (u) for arbitrarily chosen u ∈ X . 
�

In [14], the following definition of convergence for vector-valued functions is introduced,
which is a generalization of Definition 2.1.

Definition 2.2 [14] Let U(x) be the family of neighborhoods of x ∈ X, fn, f : X → Y (n ∈
N ) be given functions. We say that ( fn)n∈N �C -converges to f and we shall write fn

�C→ f ,
if for every x ∈ X :

(i) ∀U ∈ U(x),∀q0 ∈ intC, ∃nq0,U ∈ N such that ∀n ≥ nq0,U , ∃xn ∈ U such that
fn(xn) ≤ f (x) + q0;

(ii) ∀q0 ∈ intC, ∃Uq0 ∈ U(x), kq0 ∈ N such that fn(x ′) ≥ f (x) − q0, ∀x ′ ∈ Uq0 , ∀n ≥
kq0 .

Definition 2.3 [13, Definition 4.1] We say that f : X → Y is strongly lower (upper) C-
semicontinuous at the point x0 ∈ X if for any q0 ∈ intC there exists Ux0,q0 , a neighborhood
of x0, such that ∀x ∈ Ux0,q0 , we have f (x) ∈ f (x0)−q0 + intC( f (x0) ∈ f (x)−q0 + intC).

Remark 2.1 Suppose that Y = R, C = R+ and q0 = 1. Then the strongly lower (upper)
C-semicontinuity of f : X → Y reduces to lower (upper) semi-continuity in the scalar sense.

Lemma 2.1 [14, Proposition 2.6] Let fn, f : X → Y, n ∈ N. If fn
�C→ f , then f is strongly

lower C-semicontinuous.

Consider the following vector-valued optimization problem:

(S, f ) : min
x∈S

f (x),

where f : S → Y and S is a nonempty subset of X . Let us recall that x0 is an efficient solution
(resp. weak efficient solution) for problem (S, f ) if ( f (x0) − C \ {0})⋂

f (S) = ∅ (resp.
( f (x0)− intC)

⋂
f (S) = ∅). The set of efficient solutions (resp. weak efficient solutions) to

problem (S, f ) is denoted by Eff( f, S, C)(resp. WEff( f, S, C)). If Y = R and C = R+, then
(S, f ) is a scalar optimization problem. We denote the solution set for the scalar optimization
problem by Inf( f, S) and we denote the minimizing value of the scalar optimization problem
by val(S, f ).

Let us consider Y = R and C = R+. It is said that x0 is an approximate solution for the
scalar problem (S, f ) if f (x0) − ε ≤ f (x),∀x ∈ S. The set of approximate solutions for
the scalar problem (S, f ) is denoted by Inf( f, S, ε). This notion can be extended to vector
optimization problems by the following definition, which is introduced by Kutateladze [8].

Definition 2.4 [8] Let us consider q ∈ intC, ε ≥ 0. It is said that x0 is an εq-efficient solution
(resp. weak εq-efficient solution) for problem (S, f ) if

( f (x0) − εq − C\{0})
⋂

f (S) = ∅
resp. ( f (x0) − εq − intC)

⋂
f (S) = ∅.

The set of εq-efficient solutions (resp. weak εq-efficient solutions) is denoted by
Eff( f, S, C, εq) (resp. WEff( f, S, C, εq)). It is obvious that Eff( f, S, C, 0q) = Eff( f, S, C)

[resp. WEff( f, S, C, 0q) = WEff( f, S, C)].
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Assume that f : S → Y, q ∈ intC and for all n ∈ N , fn : S → Y . Let {An} be a sequence
of subsets of X . It is said that z ∈ Limsupn An (outer limit of {An} in [15]) if, there exist
a subsequence {Ank } of {An} and a sequence {znk } converging to z such that znk ∈ Ank for
each nk ∈ N .

Now we introduce two notions of Hadamard well-posedness for vector optimization
problems.

Definition 2.5 Let fn
�C→ f. (S, f ) is said to be generalized Hadamard well-posed with

respect to { fn}, if Limsupn[WEff( fn, S, C, εnq)] ⊂ WEff( f, S, C), for εn ≥ 0 and εn → 0.

Definition 2.6 Let fn
�C→ f. (S, f ) is said to be extended Hadamard well-posed with respect

to { fn}, if there exists ε0 > 0 such that Limsupn[WEff( fn, S, C, εq)] ⊂ WEff( f, S, C, εq),
for all 0 ≤ ε ≤ ε0.

Remark 2.2 (a) Suppose that Y = R, C = R+ and q = 1. If fn = f for every n, then
generalized Hadamard well-posedness with respect to { fn} coincides with Tykhonov
well-posedness in the generalized sense [4, Chap. I, Sect. 6]. If εn ≥ 0, εn → 0, fn =
f − εn and f is lower-semicontinuous, then extended Hadamard well-posedness with
respect to { fn} also coincides with Tykhonov well-posedness in the generalized sense
[4, Chap. I, Sect. 6].

(b) If (S, f ) is generalized Hadamard well-posed with respect to { fn}, then

LimsupnWEff( fn, S, C) ⊂ WEff( f, S, C).

Let us illustrate these definitions by the following examples.

Example 2.1 Let X = R, Y = R2, C = R2+ and q = (1, 1).

(i) Let S = R, fn : S → R2 be defined for every n ∈ N and x ∈ R by

fn(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(x, 0), if x ≤ 0,

(x, nx), if 0 ≤ x ≤ 1

n
,

(x, 1), if x ≥ 1

n
.

We can easily verify that fn
�C→ f with

f (x) =
{

(x, 0), if x ≤ 0,

(x, 1), if x > 0.

It is easy to get that (S, f ) is generalized Hadamard well-posed with respect to { fn}
but not extended Hadamard well-posed with respect to { fn}.

(ii) Let S = R, fn : S → R2 be defined for every n ∈ N and x ∈ R by

fn(x) =
⎧
⎨

⎩

(x, x), if x ≥ 0,
1
n (x, x), if 0 ≥ x ≥ −n,

(−1,−1), if −n ≥ x .

We can easily verify that fn
�C→ f with

f (x) =
{

(x, x), if x ≥ 0,

(0, 0), if x ≤ 0.
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Then, ∀εn → 0, εn ≥ 0, WEff( fn, S, C, εnq) = (−∞,−n(1 − εn)]. We obtain
Limsupn(WEff( fn, S, C, εnq)) = ∅, which is included in WEff( f, S, C) = (−∞, 0].
Moreover, WEff( fn, S, C, εq) = (−∞,−n(1 − ε)], ∀ε < 1, and WEff( f, S, C, εq)

= (−∞, ε] ⊃ Limsupn(WEff( fn, S, C, εq)). Therefore, (S, f ) is both extended Had-
amard well-posed with respect to { fn} and generalized Hadamard well-posed with
respect to { fn}.

Proposition 2.2 Let fn, f : S → Y, fn
�C→ f . If (S, f ) is extended Hadamard well-posed

with respect to { fn}, then it is generalized Hadamard well-posed with respect to { fn}.
Proof Assume that the problem (S, f ) is not generalized Hadamard well-posed with respect
to { fn}. Hence, for arbitrarily chosen εn ≥ 0, εn → 0, there exists x̄ satisfying

x̄ ∈ Limsupn[WEff( fn, S, C, εnq)] (2)

and x̄ �∈ WEff( f, S, C). From (2), there exist xn ∈ WEff( fn, S, C, εnq) and a subsequence
{xnk } of {xn} such that

xnk → x̄ . (3)

Since x̄ �∈ WEff( f, S, C), we have that ∀ε1 > 0, there exists 0 < ε2 < ε1 satisfying

x̄ �∈ WEff( f, S, C, ε2q). (4)

In fact, if not, ∃ε1 > 0, for all 0 < ε < ε1, such that x̄ ∈ WEff( f, S, C, εq). It is said that
( f (x̄)−εq−intC)∩ f (S) = ∅, i.e., ( f (x̄)−εq) ∈ X\( f (S)+intC). Let ε → 0, we have that
f (x̄) ∈ X\( f (S)+intC)by the closeness of X\( f (S)+intC). Thus, ( f (x̄)−intC)∩ f (S) = ∅,
which contradicts to x̄ �∈ WEff( f, S, C).

Moreover, for a fixed ε′ > 0 and sequence {εn} satisfying εn ≥ 0, εn → 0, there exists
N ≥ 0, such that ∀n ≥ N ,

WEff( fn, S, C, εnq) ⊂ WEff( fn, S, C, ε′q). (5)

Indeed, for ε′, there exists N ≥ 0, such that ∀n ≥ N , εn ≤ ε′. ∀x ∈ WEff( fn, S, C, εnq),
we have ( f (x) − εnq − intC) ∩ fn(S) = ∅. According to −ε′q − intC ⊂ −εnq − intC , we
conclude x ∈ WEff( fn, S, C, ε′q).

From (4) and (5), we get that ∀ε1 > 0, there exist 0 < ε2 < ε1 and N ≥ 0 such that xn ∈
WEff( fn, S, C, εnq) ⊂ WEff( fn, S, C, ε2q) for all n ≥ N and x̄ �∈ WEff( f, S, C, ε2q).

Thus, from Definition 2.6 and (3), ( f, S) is not extended Hadamard well-posed with respect
to { fn}, which is a contradiction. 
�

3 Scalarization of variational convergence for vector-valued sequences of functions

In this section, we scalarize vector-valued sequences of mappings, and show that the scalar-
ized sequences of vector-valued mappings are variational converging when the sequences of
vector-valued mappings are �C -converging.

Proposition 3.1 Suppose that fn, f : X → Y, fn
�C→ f , and the scalarization functional

g : Y → [−∞,+∞] satisfying g(q) → 0 when q → 0. Moreover, assume that g is
monotone (i.e.∀y1, y2 ∈ Y, y1 ≤ y2 implies g(y1) ≤ g(y2)), sub-additive (i.e.∀y1, y2 ∈
Y, g(y1 + y2) ≤ g(y1) + g(y2)). Then var-limg ◦ fn = g ◦ f .
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Proof From Definition 2.2 (i), ∀U ∈ U(x),∀q ∈ intC, ∃nq,U ∈ N such that ∀n ≥ nq,U ,
∃xn ∈ U satisfying

fn(xn) ≤ f (x) + q.

Since g is monotone and sub-additive, g ◦ fn(xn) ≤ g ◦ f (x) + g(q). This implies that
inf g ◦ fn(U ) ≤ g ◦ f (x) + g(q). Hence, lim supn inf g ◦ fn(U ) ≤ g ◦ f (x) + g(q).
Therefore, supU∈U(x) lim supn inf g ◦ fn(U ) ≤ g ◦ f (x) + g(q). Let q → 0, we have

sup
U∈U(x)

lim sup
n

inf g ◦ fn(U ) ≤ g ◦ f (x). (6)

From Definition 2.2 (ii), ∀q ∈ intC, ∃Uq ∈ U(x), kq ∈ N such that

fn(x ′) ≥ f (x) − q, ∀x ′ ∈ Uq , ∀n ≥ kq .

From the properties of g, we have g ◦ fn(x ′) ≥ g ◦ f (x)− g(q). Therefore, inf g ◦ fn(Uq) ≥
g ◦ f (x) − g(q), so lim infn inf g ◦ fn(Uq) ≥ g ◦ f (x) − g(q). Let q → 0, we have
lim infn inf g ◦ fn(Uq) ≥ g ◦ f (x). This implies that

sup
Uq∈U(x)

lim inf
n

inf g ◦ fn(Uq) ≥ g ◦ f (x). (7)

From (6) and (7), we get var-limg ◦ fn = g ◦ f . 
�

According to [5], for fixed q ∈ intC, f : X → Y and for all x0 ∈ X, ε ≥ 0 , the
scalarization functional ϕx0,ε : Y → [−∞,+∞] is defined by

ϕx0,ε(y) = inf{s ∈ R : y ∈ sq + f (x0) − εq − C}, ∀y ∈ Y.

Lemma 3.1 [5, Lemma 4.4.] For all x0 ∈ X, ε ≥ 0, we have

(i) ϕx0,ε(·) is a continuous, convex and strictly monotone functional satisfying

{y ∈ Y : ϕx0,ε(y) < 0} = f (x0) − εq − intC; (8)

(ii) ϕx0,ε( f (x0) + ρq) = ε + ρ,∀ρ ∈ R;
(iii) ϕx0,ε(y) − ϕx0,ε(y − ρq) = ρ,∀y ∈ Y,∀ρ ∈ R.

Theorem 3.1 Assume that fn, f : X → Y, xn → x̄, fn
�C→ f and f is strongly upper

C-semicontinuous. Then

(i) ∀ε ≥ 0, var-lim ϕxn ,ε ◦ fn = ϕx̄,ε ◦ f .
(ii) ∀εn ≥ 0, εn → 0, var-lim ϕxn ,εn ◦ fn = ϕx̄,0 ◦ f .

Proof (I) (i) Since fn
�C→ f,∀U ∈ U(y),∀ρ > 0, ∃nρ,U ∈ N such that ∀n ≥

nρ,U , ∃yn ∈ U satisfying fn(yn) ≤ f (y)+ρq . From Lemma 3.1 (i) and Remark
3.2 (ii) of [5], for any ε ≥ 0, ϕx̄,ε is monotone. Together with Lemma 3.1 (iii),
we have

ϕx̄,ε ◦ fn(yn) ≤ ϕx̄,ε ◦ f (y) + ρ. (9)

From Lemma 2.1, f is strongly lower C-semicontinuous. Then, ∀δ > 0, ∃Ux̄,δ

such that ∀x ∈ Ux̄,δ , we have f (x̄) − δq ∈ f (x) − C . So there exists nδ ≥ nρ,U
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such that ∀n ≥ nδ, f (x̄) − δq ∈ f (xn) − C . It implies that ∀ε ≥ 0, sq + f (x̄) −
δq − εq − C ⊂ sq + f (xn) − εq − C . Therefore,

ϕxn ,ε( fn(yn)) = inf{s ∈ R | fn(yn) ∈ sq + f (xn) − εq − C}
≤ inf{s ∈ R | fn(yn) ∈ sq + f (x̄) − δq − εq − C}
= inf{s ∈ R | fn(yn) ∈ sq + f (x̄) − εq − C} + δ

= ϕx̄,ε( fn(yn)) + δ.

From (9), we have ϕxn ,ε ◦ fn(yn) ≤ ϕx̄,ε ◦ f (y) + δ + ρ,∀n ≥ nδ .
Thus, ∀n ≥ nδ, inf ϕxn ,ε ◦ fn(U ) ≤ ϕx̄,ε ◦ f (y) + δ + ρ, so supU∈U(y)

lim supn inf ϕxn ,ε ◦ fn(U ) ≤ ϕx̄,ε ◦ f (y) + δ + ρ. By the arbitrariness of δ

and ρ, we obtain

sup
U∈U(y)

lim sup
n

inf ϕxn ,ε ◦ fn(U ) ≤ ϕx̄,ε ◦ f (y).

(ii) Since f is strongly lower C-semicontinuous, ∀y ∈ S, ρ > 0, ∃Uρ ∈ U(y),

kρ ∈ N such that

fn(y′) ≥ f (y) − ρq, ∀y′ ∈ Uρ, ∀n ≥ kρ.

From Lemma 3.1 (i) and (iii), we have

ϕx̄,ε( fn(y′)) ≥ ϕx̄,ε( f (y)) − ρ. (10)

From the strongly upper C-semicontinuity of f,∀δ > 0, there exists U ′
δ ∈ U(x̄)

such that ∀x ′ ∈ U ′
δ, f (x̄) ∈ f (x ′)− δq +C . It implies that there exists kδ,ρ ≥ kρ

such that ∀n ≥ kδ,ρ we have f (xn)− εq − C ⊂ f (x̄)+ δq − C − εq . Therefore,

ϕxn ,ε( fn(y′)) = inf{s ∈ R | fn(y′) ∈ sq + f (xn) − εq − C}
≥ inf{s ∈ R | fn(y′) ∈ sq + f (x̄) − εq − C + δq}
= inf{s ∈ R | fn(y′) ∈ sq + f (x̄) − εq − C} − δ

= ϕx̄,ε( fn(y′)) − δ.

From (10), we obtain that ∀ρ, δ > 0, ∃Uρ ∈ U(y), kδ,ρ ∈ N such that

ϕxn ,ε ◦ fn(y′) ≥ ϕx̄,ε ◦ f (y) − ρ − δ,∀y′ ∈ Uρ,∀n ≥ kδ,ρ . (11)

Thus, inf ϕxn ,ε ◦ fn(Uρ) ≥ ϕx̄,ε ◦ f (y) − ρ − δ. It is said that

sup
Uρ∈U(y)

lim inf
n

inf ϕxn ,ε ◦ fn(Uρ) ≥ ϕx̄,ε ◦ f (y) − ρ − δ.

By the arbitrariness of ρ and δ, we get supUρ∈U(y) lim inf
n

inf ϕxn ,ε ◦ fn(Uρ) ≥
ϕx̄,ε ◦ f (y).

From Proposition 2.1, ∀ε ≥ 0, var-limϕxn ,ε ◦ fn = ϕx̄,ε ◦ f .
(II) It is noticed that for arbitrarily chosen x ∈ X, z ∈ Y and ε ≥ 0, ϕx,ε(z) = ϕx,0(z)+ε.

Thus, ∀εn > 0, εn → 0, we have

sup
Uρ∈U(x)

lim inf
n

inf ϕxn ,εn ◦ fn(Uρ) = sup
Uρ∈U(x)

lim inf
n

(inf ϕxn ,0 ◦ fn(Uρ) + εn)

= sup
Uρ∈U(x)

lim inf
n

inf ϕxn ,0 ◦ fn(Uρ).
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Similarly, supU∈U(x) lim supn inf ϕxn ,εn ◦ fn(U ) = supU∈U(x) lim supn inf ϕxn ,0◦ fn(U ).

From (I), we obtain

sup
U∈U(x)

lim sup
n

inf ϕxn ,0 ◦ fn(U )≤ϕx̄,0 ◦ f (x) ≤ sup
Uρ∈U(x)

lim inf
n

inf ϕxn ,0 ◦ fn(Uρ).

Therefore,

sup
U∈U(x)

lim sup
n

inf ϕxn ,εn ◦ fn(U )≤ϕx̄,0 ◦ f (x)≤ sup
Uρ∈U(x)

lim inf
n

inf ϕxn ,εn ◦ fn(Uρ).

By Proposition 2.1, ∀εn ≥ 0, εn → 0, var-lim ϕxn ,εn ◦ fn = ϕx̄,0 ◦ f . 
�

4 Hadamard well-posedness properties of vector optimization problems

In this section, we extend some basic results of Hadamard well-posedness of scalar optimi-
zation problems to the cases of vector-valued optimization problems and then get sufficient
conditions for Hadamard well-posedness of vector-valued optimization problems.

From Theorem 5 in Chapter 4 of [4], we have the following lemma.

Lemma 4.1 [4] Assume that var-lim In = I . Then

(i) lim sup val(S, In) ≤ val(S, I );
(ii) lim supn[Inf(In, S, ε)] ⊂ Inf(I, S, ε) for all sufficiently small ε ≥ 0;

(iii) if εn ≥ 0, εn → 0, then lim supn[Inf(In, S, εn)] ⊂ Inf(I, S).

Lemma 4.2 [5, Theorem 5.2] Assume that f : S → Y and ε ≥ 0. Then x0 ∈ WEff( f, S, C,

εq) ⇔ x0 ∈ Inf(ϕx0,ε ◦ f, S, ε).

Theorem 4.1 Assume that fn, f : S → Y, fn
�C→ f and f is strongly upper C-semicontin-

uous. Then

(i) ∀xn → x̄, ∀εn ≥ 0, εn → 0, lim supn val(S, ϕxn ,εn ◦ fn) ≤ val(S, ϕx̄,0 ◦ f ), and for
arbitrarily chosen ε ≥ 0, lim supn val(S, ϕxn ,ε ◦ fn) ≤ val(S, ϕx̄,ε ◦ f );

(ii) (S, f ) is extended Hadamard well-posed with respect to { fn}.
Proof The proof of (i) is clear. We only need to prove (ii).

Let x̄ ∈ Limsupn[WEff( fn, S, C, εq)], i.e. ∃{nk} ⊂ N , xnk ∈ WEff( fnk , S, C, εq)

such that xnk → x̄ . From Lemma 4.2, xnk ∈ Inf(ϕxnk ,ε ◦ fnk , S, ε). Therefore, x̄ ∈
Limsupnk

[Inf(ϕxnk ,ε ◦ fnk , S, ε)]. By Theorem 3.1(I), we have var-limϕxnk ,ε ◦ fnk = ϕx̄,ε ◦ f .
From Lemma 4.1, it can be deduced that there exists ε0 > 0 such that

Limsupnk
[Inf(ϕxnk ,ε ◦ fnk , S, ε)] ⊂ Inf(ϕx̄,ε ◦ f, S, ε),∀0 ≤ ε ≤ ε0.

It follows that x̄ ∈ Inf(ϕx̄,ε ◦ f, S, ε). By Lemma 4.2, x̄ ∈ WEff( f, S, C, εq).
Therefore, there exists ε0 > 0 such that ∀0 ≤ ε ≤ ε0,

Limsupn[WEff( fn, S, C, εq)] ⊂ WEff( f, S, C, εq).

We conclude that (S, f ) is extended Hadamard well-posed with respect to { fn}. 
�
Remark 4.1 (a) From Theorem 4.1(ii) and Proposition 2.2, if the conditions of Theorem

4.1 hold, the problem (S, f ) is generalized well-posedness with respect to { fn}.
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(b) The following example shows that without the assumption of strongly upper C-
semicontinuity of f , conclusions of Theorem 4.1 may not hold. Assume that fn, f :
R → R2 defined as fn(x) = (x, nxe−2n2x2

) for any n ∈ N , and

f (x) =
{

(x, 0), if x �= 0,

(0,− 1
2 e−1/2), if x = 0,

respectively. Now we show that fn
�C→ f .

In fact, if x �= 0, we notice that nxne−2n2x2
n → 0 when xn → x . Then, we have that

∀xn → x, ∀U ∈ U(x),∀q0 ∈ intC, ∃nq0,U ∈ N such that ∀n ≥ nq0,U ,

(xn, nxne−2n2x2
n ) ≤ (x, 0) + q0. (12)

Moreover, we have that ∀q0 ∈ intC, ∃Uq0 ∈ U(x), kq0 ∈ N such that ∀x ′ ∈ Uq0 ,∀n ≥
kq0 ,

(

x ′, nx ′e−2n2x ′2
)

≥ (x, 0) − q0. (13)

If x = 0, by taking xn = − 1
2n , we have ∀U ∈ U(x),∀q0 ∈ intC, ∃n′

q0,U ∈ N such
that ∀n ≥ n′

q0,U ,

(xn, nxne−2n2x2
n ) =

(

− 1

2n
,−1

2
e− 1

2

)

≤
(

0,−1

2
e− 1

2

)

+ q0. (14)

And since nxe−2n2x2 ≥ − 1
2 e− 1

2 for all x ∈ R, we have that ∀q0 ∈ intC, ∃U ′
q0

∈
U(0), k′

q0
∈ N such that ∀x ′ ∈ U ′

q0
,∀n ≥ k′

q0
,

(x ′, nx ′e−2n2x ′2
) ≥

(

0,−1

2
e− 1

2

)

− q0. (15)

Therefore, it follows from (12), (13), (14), (15) and Definition 2.2 that fn
�C→ f .

However, because

WEff( f, S, C) =
{(

0,−1

2
e−1/2

)}

and

WEff( fn, S, C) =
{(

x, nxe−2n2x2
)

| x ≤ − 1

2n

}

.

We have Limsupn[WEff( fn, S, C)] �⊂ WEff( f, S, C). It is said that (S, f ) is not
extended well-posed with respect to { fn}.

(c) We use the following example to illustrate Theorem 4.1. Let S = R, C = R2+ and
fn : S → R2 be defined for every n ∈ N and x ∈ R by

fn(x) =
{

(x, 0), if x ≤ 0,

(x, 1
n x) if x > 0.

We can easily verify that fn
�C→ f with f (x) = (x, 0), x ∈ R. fn and f satisfy all

the conditions of Theorem 4.1. It is easy to verify that (S, f ) is extended Hadamard
well-posed with respect to { fn} and generalized Hadamard well-posed with respect to
{ fn}.
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Lemma 4.3 [5, Theorem 5.1] Assume that f : S → Y and ε ≥ 0.

(i) x0 ∈ Eff( f, S, C, εq) implies x0 ∈ Inf(ϕx0,ε ◦ f, S, ε);
(ii) x0 ∈ Inf(ϕx0,ε ◦ f, S, ε) implies x0 ∈ Eff( f, S, C, vq), ∀v > ε.

Similar to the proof of Theorem 4.1, we have the following Hadamard well-posedness
properties corresponding to efficient points of vector-valued optimization problems.

Theorem 4.2 Assume that fn, f : S → Y, fn
�C→ f and f is strongly upper C-semicontin-

uous. Then

(i) ∀xn → x̄, ∀εn ≥ 0, εn → 0, lim supn val(S, ϕxn ,εn ◦ fn) ≤ val(S, ϕx̄,0 ◦ f ), and for
arbitrarily chosen ε ≥ 0, lim supn val(S, ϕxn ,ε ◦ fn) ≤ val(S, ϕx̄,ε ◦ f );

(ii) ∃ε0 > 0 such that for all 0 ≤ ε ≤ ε0, Limsupn[Eff( fn, S, C, εq)] ⊂ Eff( f, S, C, vq)

for every v > ε;
(iii) ∀εn ≥ 0, εn → 0, Limsupn[Eff( fn, S, C, εnq)] ⊂ Eff( f, S, C, vq), ∀v > 0.

Proof The proofs of (i) and (ii) are similar to the proofs of Theorem 4.1(i) and (ii), respec-
tively. We only need to prove (iii).

∀εn ≥ 0, εn → 0, let x̄ ∈ Limsupn[Eff( fn, S, C, εnq)], i.e. ∃{nk} ⊂ N ,

xnk ∈ Eff( fnk , S, C, εnk q) such that xnk → x̄ . From Lemma 4.3(i), xnk ∈ Inf(ϕxnk ,εnk
◦

fnk , S, εnk ). Therefore, x̄ ∈ Limsupnk
[Inf(ϕxnk ,εnk

◦ fnk , S, εnk )]. By Theorem 3.1(II), we
have var-limϕxnk ,εnk

◦ fnk = ϕx̄,0 ◦ f . It can be deduced that

Limsupnk
[Inf(ϕxnk ,εnk

◦ fnk , S, εnk )] ⊂ Inf(ϕx̄,0 ◦ f, S).

Thus, x̄ ∈ Inf(ϕx̄,0 ◦ f, S). By Lemma 4.3(ii), we have that x̄ ∈ Eff( f, S, C, vq),∀v > 0.
Hence, ∀εn > 0, εn → 0, Limsupn[Eff( fn, S, C, εnq)] ⊂ Eff( f, S, C, vq),∀v > 0. 
�

References

1. Attouch, H.: Variational Convergence for Functions an Operators. Pitman, Boston (1984)
2. Bednarczuk, E.M.: An approach to well-posedness in vector optimization problems: consequences to

stability. Control Cybern. 23, 107–122 (1994)
3. Dentcheva, D., Helbig, S.: On variational principles, level sets, well-posedness and ε-solutions in vector

optimization. J. Optim. Theory Appl. 89, 329–349 (1996)
4. Dontchev, A. L., Zolezzi, T.: Well-Posed Optimization Problems. In: Lecture Notes in Mathematics, vol.

1543, Springer-Verlag, Berlin (1993)
5. Gutiérrez, C., Jiménez, B., Novo, V.: On approximate solutions in vector optimization problems via

scalarization. Comput. Optim. Appl. 35, 305–324 (2006)
6. Huang, X.X.: Extended well-posedness properties of vector optimization problems. J. Optim. Theory

Appl. 106(1), 165–182 (2000)
7. Huang, X.X.: Pointwise well-posedness of perturbed vector optimization problems in a vector-valued

variational principle. J. Optim. Theory Appl. 108(3), 671–686 (2001)
8. Kutateladze, S.S.: Convex ε-programming. Soviet Math. Dokl. 20, 391–393 (1979)
9. Loridan, P.: Well-posedness in vector optimization. In: Lucchetti, R., Revalski, J. (eds.) Recent Develop-

ments in Variational Well-posedness Problems Mathematics and Its Applications, pp. 331. Kluwer, Dordr-
echt (1995)

10. Luc, D.T.: Theory of Vector Optimization. Springer, Berlin (1989)
11. Lucchetti, R., Miglierina, E.: Stability for convex vector optimization problems. Optimization 53,

517–528 (2004)
12. Miglierina, E., Molho, E., Rocca, M.: Well-posedness and scalarization in vector optimization. J. Optim.

Theory Appl. 126(2), 391–409 (2005)
13. Oppezzi, P., Rossi, A.M.: Existence and convergence of Pareto minima. J. Optim. Theory

Appl. 128(3), 653–664 (2006)

123



J Glob Optim (2010) 46:383–393 393

14. Oppezzi, P., Rossi, A.M.: A convergence for vector-valued functions. Optimization 57(3), 435–448 (2008)
15. Rockafellar, R.T., Wets, R.J.-B.: Variational Analysis. Springer-Verlag, Berlin (1998)
16. Tykhonov, A.N.: On the stability of the functional optimization problem. USSR Compt. Math. Math.

Phys. 6, 28–33 (1966)

123


	Hadamard well-posed vector optimization problems
	Abstract
	1 Introduction
	2 Preliminaries and notations
	3 Scalarization of variational convergence for vector-valued sequences of functions
	4 Hadamard well-posedness properties of vector optimization problems


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


